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We consider the tensorial diffusion equation, and address the discrete maximum–mini-
mum principle of mixed finite element formulations. In particular, we address non-nega-
tive solutions (which is a special case of the maximum–minimum principle) of mixed
finite element formulations. It is well-known that the classical finite element formulations
(like the single-field Galerkin formulation, and Raviart–Thomas, variational multiscale, and
Galerkin/least-squares mixed formulations) do not produce non-negative solutions (that is,
they do not satisfy the discrete maximum–minimum principle) on arbitrary meshes and
for strongly anisotropic diffusivity coefficients.

In this paper, we present two non-negative mixed finite element formulations for tenso-
rial diffusion equations based on constrained optimization techniques. These proposed
mixed formulations produce non-negative numerical solutions on arbitrary meshes for
low-order (i.e., linear, bilinear and trilinear) finite elements. The first formulation is based
on the Raviart–Thomas spaces, and the second non-negative formulation is based on the
variational multiscale formulation. For the former formulation we comment on the effect
of adding the non-negative constraint on the local mass balance property of the Raviart–
Thomas formulation.

We perform numerical convergence analysis of the proposed optimization-based non-
negative mixed formulations. We also study the performance of the active set strategy
for solving the resulting constrained optimization problems. The overall performance of
the proposed formulation is illustrated on three canonical test problems.

Published by Elsevier Inc.
1. Introduction

Robustness of numerical methods for flow and transport problems in porous media is important for development of sim-
ulators to be used in a wide range of applications in subsurface hydrology and contaminant transport. In order to obtain ro-
bust and reliable numerical results it is imperative to preserve basic properties of solutions of mathematical models by
computed approximations. In the simulation of reactive transport of contaminants one such basic properties is non-negative
solutions as concentration of a chemical or biological species physically can never be negative. Since the domain of interest
in subsurface flows is highly complex, one needs to employ unstructured computational grids. Therefore, obtaining non-neg-
ative solutions on unstructured meshes is an essential feature in the simulation of reactive transport of contaminants, as well
as many other physical processes.
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However, obtaining non-negative solutions on unstructured grids using a numerical method (finite element, finite vol-
ume or finite difference) is not an easy task. In addition, there is another complexity arising from an anisotropic diffusion
tensor. In subsurface flows, the heterogeneity in the velocity field will give rise to a non-homogeneous anisotropic diffusion
tensor with non-negligible cross terms [1]. Several studies have shown that standard treatment of the cross-diffusion term
will result in negative solutions on general computational grids, see [2] and references therein. Several ad-hoc procedures
have been proposed in the literature. For example, a post processing step is typically employed in which one performs some
sort of ‘‘smoothing.” But this procedure, in many cases, is not variationally consistent. Some other methods are limited in
their range of applicability (e.g., the method proposed in Ref. [2] can handle only structured grids).

Herein we consider the dispersion/diffusion process for steady single-phase flow in heterogeneous anisotropic porous
media. Such a flow can be described by the Poisson’s equation with a tensorial diffusion coefficient, which when written
in the mixed form is similar to the governing equations of Darcy flow. In this paper we propose two optimization-based
mixed methods for solving tensorial diffusion equation that gives non-negative solutions on general grids for linear finite
elements. The two methods are developed by rewriting the Raviart–Thomas and variational multiscale formulations as con-
strained minimization problems subject to a constraint on the primary variable to be non-negative. A similar approach based
on optimization techniques has been used by Liska and Shashkov [3] for a single field formulation, but herein we consider
mixed finite element formulations.

The main idea behind the proposed methods is to augment a constraint on nodal values to be non-negative to the discrete (that
is, after spatial finite element discretization) variational statement of the underlying formulation. Since we consider only low-order
finite elements (and since the shape functions for these elements do not change their sign within an element), non-negative nodal
values ensure non-negative solution every where in the element, and hence non-negative solution on the whole domain. This argu-
ment will not hold for high-order finite elements as shape functions for these finite elements (in general) change sign within an
element.

Throughout this paper continuum vectors are denoted with lower case boldface normal letters, and (continuum) second-
order tensors will be denoted using (LATEX) blackboard font (for example, v and D, respectively). We denote finite element
vectors and matrices with lower and upper case boldface italic letters, respectively. For example, vector v and matrix K. The
curled inequality symbols � and � are used to denote generalized inequalities between vectors, which represent compo-
nent-wise inequalities. That is, given two vectors a and b;a � b means ai P bi 8i. A similar definition holds for the symbol
�. Other notational conventions adopted in this paper are introduced as needed.

1.1. Governing equations

Let X # Rnd (where ‘‘nd” is the number of spatial dimensions) be a bounded domain with boundary @X ¼ X nX, where X
denotes the closure of X. Consider the diffusion of a chemical species in anisotropic heterogeneous medium, which is gov-
erned by the second-order elliptic tensorial diffusion partial differential equation. The governing equations are
�r � ðDðxÞrcðxÞÞ ¼ f ðxÞ in X ð1Þ
� nðxÞ �DðxÞrc ¼ tpðxÞ on CN ð2Þ
cðxÞ ¼ cpðxÞ on CD ð3Þ
where cðxÞ denotes the concentration field, f ðxÞ is the volumetric source, tpðxÞ is the prescribed flux (i.e., Neumann boundary
condition), cpðxÞ is the prescribed concentration (i.e., Dirichlet boundary condition), CD is that part of the boundary on which
Dirichlet boundary condition is applied, CN is the part of the boundary on which Neumann boundary condition is applied,
n(x) is unit outward normal to the boundary, and r denotes gradient operator. For well-posedness one requires
CD [ CN ¼ @X and CD \ CN ¼ ;, and for uniqueness CD–;. We assume that the coefficient of diffusivity DðxÞ is a symmetric
positive definite tensor such that, for some 0 < a1 6 a2 < þ1, we have
a1yT y 6 yTDðxÞy 6 a2yT y 8x 2 X; 8y–0 2 Rnd ð4Þ
In addition, we assume that DðxÞ is continuously differentiable.

1.2. First-order (or mixed) form

In many situations, the primary quantity of interest is the flux. But a single field (or primal) formulation does not produce
accurate solutions for the flux. One can calculate the flux by differentiating the obtained cðxÞ, but there will be a loss of accu-
racy during this process. For example, under a single field formulation, linear finite elements produce fluxes that are constant
and discontinuous across elements. This means that there is no flux balance across element edges. Balance of flux along ele-
ment edges is a highly desirable feature and is of physical importance in many practical engineering problems. In order to
alleviate aforementioned drawbacks of single formulations, mixed formulations are often employed. Eqs. (1)–(3) in mixed
(or first-order) form can be written as
D�1ðxÞvðxÞ ¼ �rc in X ð5Þ
r � v ¼ f ðxÞ in X ð6Þ
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vðxÞ � nðxÞ ¼ tpðxÞ on CN ð7Þ
cðxÞ ¼ cpðxÞ on CD ð8Þ
where v(x) is an auxiliary variable, which can be interpreted as follows: given a plane defined by a normal n, the quantity
v � n will be the flux through the plane.

1.3. Maximum–minimum principle

It is well-known that some elliptic partial differential equations (under appropriate regularity assumptions) satisfy the
so-called maximum–minimum principle, and the Poisson’s equation is one of them [4]. We now state the classical
maximum–minimum principle for second-order elliptic partial differential equations. (In Section 3 we state and prove
a maximum–minimum principle under milder regularity assumptions. Note that weak solutions may also possess a
maximum–minimum principle. For example, see Ref. [5].) Consider the boundary value problem given by Eqs. (1)–(3). Let
cðxÞ 2 C2ðXÞ \ C0ðXÞ, where C2ðXÞ denotes the set of twice continuously differentiable functions defined on X, and C0ðXÞ
the set of uniformly continuous functions defined on X. If f ðxÞP 0 (or if f ðxÞ 6 0) in X then cðxÞ attains its minimum (or
its maximum) on the boundary of X. For a detailed discussion on maximum–minimum principles see Refs. [4,6,7,5].

One of the important consequences of maximum–minimum principles is the non-negative solution of a (tensorial) diffu-
sion equation under non-negative forcing function with non-negative prescribed Dirichlet boundary condition. Obtaining
non-negative solutions is of paramount importance in studying transport of chemical and biological species as negative con-
centration of a species is unphysical.

1.4. Discrete maximum–minimum principle

The discrete analogy of the maximum–minimum principle is commonly referred to as the discrete maximum–minimum
principle (DMP). However, many numerical formulations do not unconditionally satisfy the discrete maximum–minimum
principle. Typically, there will be restrictions on the mesh or on the magnitude of coefficients of the diffusivity tensor.
For example, the single field Galerkin formulation in the case of scalar diffusion satisfies the discrete maximum–minimum
principle if the mesh satisfies weak acute condition [8] (and also see Appendix). The question whether we get non-negative
numerical solutions leads us to the discrete maximum–minimum principle.

For recent works on DMP see Refs. [9–15] and also see the discussion in Ref. [3, Section 1]. Considerable attention to DMP
has also been given in the finite volume literature [2,16–18]. Optimization-based techniques have been employed in Refs.
[3,19] to address DMP. For completeness, some of the classical results on discrete maximum–minimum principle are out-
lined in Appendix.

In this paper we concentrate on obtaining non-negative numerical solutions using mixed formulations under non-nega-
tive forcing function with non-negative Dirichlet boundary condition where ever it is prescribed. (Note that we do not as-
sume that the Dirichlet boundary condition has to be prescribed on the whole boundary.) In all our test problems (see
Section 4) we have f ðxÞP 0 in X and cpðxÞP 0 on @X. By using the maximum–minimum principle one can conclude that
cðxÞP 0 in whole of X (the closure of X). That is, for the chosen test problems in Section 4, we must have non-negative solu-
tions in the whole domain.

1.5. Main contributions of this paper

Some of the main contributions of this paper are as follows:

� We numerically demonstrate that various conditions outlined in Appendix (which are sufficient for isotropic diffusion) are
not sufficient for tensorial diffusion equation under the Raviart–Thomas and variational multiscale formulations to pro-
duce non-negative solutions under non-negative forcing functions with non-negative prescribed Dirichlet boundary
conditions.

� We develop a non-negative formulation based on the lowest-order Raviart–Thomas spaces, and discuss the consequences
of obtaining non-negative solutions on the local mass balance property.

� We extend the variational multiscale formulation to produce non-negative solutions on general grids for low-order finite
elements under non-negative forcing function and prescribed non-negative Dirichlet boundary condition. We also show
that the (continuous) variational multiscale formulation satisfies a continuous maximum–minimum principle (under
appropriate regularity assumptions).

1.6. Organization of the paper

The remainder of this paper is organized as follows. In Section 2 we present a non-negative formulation based on the low-
est-order Raviart–Thomas (RT0) finite element spaces, which is achieved by adding a non-negative constraint to the discrete
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variational setting of the Raviart–Thomas formulation. For this non-negative formulation we present both primal and dual
constrained optimization problems, and comment on the ease of solving these problems and also the consequences of
imposing the non-negative constraint on the local mass balance. In Section 3, a non-negative formulation based on the var-
iational multiscale formulation will be presented. We also show that the (continuous) variational multiscale formulation sat-
isfies a continuous maximum–minimum principle. Numerical results along with a discussion on the numerical performance
of both the proposed non-negative formulations will be presented in Section 4. Finally, conclusions are drawn in Section 5.

2. A non-negative mixed formulation based on Raviart–Thomas spaces

The Raviart–Thomas finite element formulation is widely used (for an example in subsurface modeling see [20]) to solve
diffusion equations in mixed form, and is based on the classical mixed formulation [21]. The simplest and lowest order Rav-
iart–Thomas space (commonly denoted as RT0) consists of fluxes evaluated on the midpoints of edges and constant pressure
over elements. We first present the weak form and variational structure behind the Raviart–Thomas formulation. We then
modify the variational structure by adding non-negative constraint on the concentration to build a non-negative low-order
finite element formulation based on the RT0 spaces.

To this end, define function spaces as
V :¼ vðxÞ j vðxÞ 2 ðL2ðXÞÞnd
; r � v 2 L2ðXÞ; trace ðv � nÞ ¼ tpðxÞ on CN

n o
ð9Þ

W :¼ vðxÞ j vðxÞ 2 ðL2ðXÞÞnd
; r � v 2 L2ðXÞ; trace ðv � nÞ ¼ 0 on CN

n o
ð10Þ

P :¼ L2ðXÞ ð11Þ
Recall that ‘‘nd” denotes the number of spatial dimensions. For further details on function spaces see the monograph by Bre-
zzi and Fortin [22]. Let w(x) and qðxÞ denote the weighting functions corresponding to v(x) and cðxÞ, respectively. The clas-
sical mixed formulation for Eqs. (5)–(8) can be written as: Find vðxÞ 2 V and cðxÞ 2 P such that
ðw; D�1vÞ � ðr �w; cÞ þ ðw � n; cpÞCD � ðq;r � v � f Þ ¼ 0 8wðxÞ 2 W; qðxÞ 2 P ð12Þ
It is well-known that, under appropriate smoothness conditions on the domain and its boundary, the above saddle-point for-
mulation is well-posed [22]. That is, a unique (weak) solution exists for this problem that depends continuously on the input
data. However, to obtain stable results using a finite element approximation, the finite dimensional spaces Vh � V and
Ph � P in which a numerical solution is sought have to satisfy the Ladyzhenskaya-Babuška-Brezzi (LBB) stability condition
[22]. One such space that satisfies the LBB condition is the popular Raviart–Thomas (RT) finite element space. In this paper
we consider only the lowest order Raviart–Thomas triangular finite element space (RT0). Let T h be a triangulation on X. The
lowest order Raviart–Thomas finite dimensional subspaces on triangles are defined as
Ph :¼ fp j p ¼ a constant on each triangle K 2 T hg ð13Þ

Vh :¼ v ¼ ðv ð1Þ;v ð2ÞÞ j v ð1ÞK ¼ aK þ bK x; v ð2ÞK ¼ cK þ bK y; aK ; bK ; cK 2 R; K 2 T h

n o
ð14Þ
2.1. Discrete equations

The discretized finite element equations of the Raviart–Thomas formulation for the mixed form of tensorial diffusion
equation can be written as [20]
Kvv KT
pv

Kpv O

" #
v
p

� �
¼

fv
fp

� �
ð15Þ
where O is a zero matrix of appropriate size, the matrix Kvv is symmetric and positive definite, v denotes the (finite element)
vector of flux degrees-of-freedom, and p denotes the vector of concentration degrees-of-freedom. Comparing the weak form
(12) and discrete Eq. (15), the matrices Kvv and Kpv are obtained after the finite element discretization of the terms ðw; D�1vÞ
and�ðq;r � vÞ, respectively. Since Eq. (12) is written in symmetric form, Kvp (which comes from the term �ðr �w; cÞ) will be
equal to KT

pv . The vectors fv and fp are, respectively, obtained from �ðw � n; cpÞCD and �ðq; f Þ after the finite element discret-
ization. Since there is no term in Eq. (12) that contains both q in the weighting (i.e., first) slot and c in the second slot in a
bilinear form (�;�), we have the matrix Kpp ¼ O (a zero matrix).

The above system of Eq. (15) is equivalent to the following constrained minimization problem
ðP1-RT0Þ
minimizev

1
2 vT Kvvv � vT fv

subject to Kpvv � fp ¼ 0

(
ð16Þ
where 0 is a zero vector of appropriate size. Note that the constraint in Eq. (16) is the local mass balance condition for each
element. We refer the above equation as the primal problem for the Raviart–Thomas formulation, and denote it as (P1-RT0).
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This primal problem belongs to the class of convex quadratic programming problems, and from optimization theory (for
example, see Ref. [23]) it can be shown that the problem has a unique global minimizer.

Remark 2.1. A quadratic program is an optimization problem in which the objective function is a quadratic function and the
(equality and inequality) constraints are all linear. In a convex quadratic program the Hessian of the objective function is
positive semidefinite.

Remark 2.2. It is interesting to note that, from the complexity theory, problem (16) can be solved in polynomial time (for
example, using the ellipsoid and interior point methods) [23,24]. Note that the term ‘‘polynomial time” in the context of
complexity theory should not be confused with the term ‘‘polynomial convergence,” which is commonly used in the conver-
gence studies using the finite element method.

Define the Lagrangian as
Lðv ;pÞ :¼ 1
2

vT Kvvv � vT fv þ pTðKpvv � fpÞ ð17Þ
where p is the vector of Lagrange multipliers. Using the Lagrange multiplier method [23] the primal problem (16) is equiv-
alent to
extremize
v; p

Lðv ;pÞ ð18Þ
and the first-order optimality conditions for this problem gives rise to the discretized finite element Eq. (15). We now write
the dual problem corresponding to the primal problem (16). To this end, define the Lagrange dual function as
gðpÞ :¼ inf
v
Lðv;pÞ ¼ �1

2
pT KpvK�1

vv KT
pv pþ pTðKpvK�1

vv fv � fpÞ �
1
2

f T
v K�1

vv fv ð19Þ
The above expression on the right-hand side is obtained as follows. Let v� be the minimizer that gives the infimum of Lðv ;pÞ
with respect to v. Then v� has to satisfy
Kvvv� � fv þ KT
pvp ¼ 0 ð20Þ
which is a necessary condition, and is obtained by equating the derivative of Lðv;pÞ (which is defined in Eq. (17)) with re-
spect to v to zero. Since the matrix Kvv is positive definite (and hence invertible) we have
v� ¼ K�1
vv fv � KT

pvp
� �

ð21Þ
By substituting the above expression for the minimizer v� into the definition of Lðv ;pÞ (17) we obtain the expression on the
right-hand side of Eq. (19).

The dual problem corresponding to the primal problem (16) can then be written as
maximize
p

gðpÞ ð22Þ
which is equivalent to
ðD1-RT0Þ minimize
p

1
2

pT KpvK�1
vv KT

pv p� pT KpvK�1
vv fv � fp

� �
ð23Þ
The stationarity of the above problem implies
KpvK�1
vv KT

pv p ¼ KpvK�1
vv fv � fp ð24Þ
which is the Schur complement form of Eq. (15) expressed in terms of Lagrange multipliers by analytically eliminating the
variable v. Note that the Schur complement operator KpvK�1

vv KT
pv is symmetric and positive definite.

A simple numerical example to be presented later (e.g., see Fig. 8) shows that RT0 triangular element does not satisfy the
discrete maximum–minimum principle, and in particular, does not produce non-negative solutions for non-negative forcing
functions with non-negative prescribed Dirichlet boundary conditions.

2.2. A non-negative mixed formulation

In order to get non-negative solutions under the RT0 spaces, we pose the dual problem as
ðD2-RT0Þ minimizep
1
2 pT KpvK�1

vv KT
pv p� pT KpvK�1

vv fv � fp

� �
subject to p � 0

(
ð25Þ
Recall that the symbol � denotes the generalized inequality between vectors, which represents component-wise inequality
(see Introduction, just above Section 1.1, for a discussion on this notation). The primal problem corresponding to this new
dual problem will then be
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ðP2-RT0Þ
minimizev

1
2 vT Kvvv � vT fv

subject to Kpvv � fp � 0

(
ð26Þ
Remark 2.3. The primal problem given in Eq. (26) is obtained by inspection. That is, one can easily check (using a direct
calculation) that the dual problem of this new primal problem (26) will be the same as Eq. (25). Also, it should be noted that
one can write the dual problem corresponding to a given dual problem (that is, the dual of a dual). For the problem at hand,
the dual of the dual problem will be the same as the primal problem, which is not the case in general [23]. Hence, one will
obtain the primal problem (26) by writing the dual of the dual problem (25).

By comparing the constraints in Eqs. (16) and (26) one can conclude that under the proposed non-negative method based
on the Raviart–Thomas formulation one may violate local mass balance by creating artificial sinks. We can infer more on local
mass balance by looking at the Karush–Kuhn–Tucker (KKT) conditions (which in this case are necessary and sufficient for the
optimality) for the new primal problem given by Eq. (26). The KKT optimality conditions for the (P2-RT0) problem are
Kvvv þ KT
pv p ¼ fv ð27Þ

Kpvv � fp � 0 ð28Þ
p � 0 ð29Þ
piðKpvv � fpÞi ¼ 0 8i ð30Þ
The last condition (which is basically the complementary slackness condition in the KKT system of equations) implies that
one may not have local mass balance in those elements for which the Lagrange multiplier vanishes (i.e., pi ¼ 0, where i de-
notes the element number). Note that in the RT0 formulation, the Lagrange multiplier pi denotes the concentration in the ith

element.

Remark 2.4. From optimization theory [23] one can show that the primal (P2-RT0) and dual (D2-RT0) problems are
equivalent. That is, there is no duality gap for the optimization-based RT0 formulation. The difference between primal and
dual solutions is commonly referred to as the duality gap. In general, the solution of a dual problem gives an upper bound to
its corresponding primal problem.

However, from a computational point of view the primal and dual problems can have different numerical performance
(especially with respect to computational cost, and selection of numerical solvers). The primal problem (P2-RT0) has more
complicated constraints than the dual problem (D2-RT0) for which the constraints are (lower) bounds on the design variable
p. Compared to the primal problem (P2-RT0), the dual problem (D2-RT0) has a more complicated objective function, which is
defined in terms of Schur complement operator. For all the numerical results presented in this paper, we have used the dual
problem (D2-RT0). However, we have compared the numerical solutions obtained using the dual problem with the primal
problem (P2-RT0), and the solutions are identical as predicted by the theory.

Special solvers are available in the literature (for example, especially designed interior point methods [25,24]) that are
effective for solving problems that belong to the class of quadratic programming with constraints being just bounds on
design variables. Similarly, special solvers are available for problems involving Schur complement operators. For example,
the preconditioned conjugate gradient (PCG) solver is quite effective for solving large-scale problems involving Schur
complement operator. A detailed analysis comparing computational costs of the primal (P2-RT0) and dual (Q2-RT0)
problems is beyond the scope of this paper.
3. A non-negative variational multiscale mixed formulation

Masud and Hughes [26] have proposed a stabilized mixed formulation for the first-order form of the Poisson equation
that satisfies the LBB condition. In this paper we refer to this formulation as the variational multiscale (VMS) formulation.
Nakshatrala et al. [27] have shown that the variational multiscale formulation can be derived based on the multiscale frame-
work proposed by Hughes [28]. The variational multiscale formulation possesses many favorable numerical properties and
performs very well in practice. For example, the formulation passes three dimensional patch tests even for distorted ele-
ments [27]. Another feature of this formulation worth mentioning is that the equal-order interpolation for c and v is stable
[28,27]. However, the variational multiscale formulation in general does not satisfy the discrete maximum–minimum prin-
ciple, which will be illustrated below in Fig. 12 using a simple numerical example. In this section, we present a non-negative
method based on the variational multiscale mixed formulation. To this end, we first present the weak form and variational
structure behind the variational multiscale formulation.

Let
 eP 	 H1ðXÞ ð31ÞeQ 	 H1ðXÞ ð32Þ
where H1ðXÞ is a standard Sobolev space defined on domain X [22]. The variational multiscale formulation reads [27,26]:
Find cðxÞ 2 eP and vðxÞ 2 V such that
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ðw; D�1vÞ � ðr �w; cÞ þ ðw � n; cpÞCD � ðq;r � v � f Þ � 1
2
ðD�1wþrq; DðD�1v þrcÞÞ ¼ 0 8qðxÞ 2 eQ; wðxÞ 2 W

ð33Þ
where w(x) and qðxÞ are weighting functions corresponding to v(x) and cðxÞ, and V and W are defined in Eqs. (9) and (10),
respectively. The stationarity (minimizing with respect to v and maximizing with respect to c) of the following (continuous)
optimization problem
extremize
v2V; c2eP 1

2
ðv; D�1vÞ � ðc;r � v � f Þ þ ðv � n; cpÞCD � 1

4
ðD�1v þrc; DðD�1v þrcÞÞ ð34Þ
is equivalent to the weak form given by Eq. (33).
Many practically important problems do not have solutions in C2ðXÞ \ C0ðXÞ, and hence for these problem one cannot

employ the classical maximum–minimum principle, which we have outlined in Section 1. For example, there exist no (clas-
sical) solutions to test problems #1 and #2 (which are defined in Section 4) that belong to C2ðXÞ as the forcing functions in
both these cases are not continuous on X. (On the other hand, the solution to test problem #3 does belong to C2ðXÞ \ C0ðXÞ.)
However, weak solutions do exist for test problems #1 and #2. Using Lp regularity theory (for example, see Ref. [29]), one can
show that these solutions, in fact, belong to H2ðXÞ \ C1ðXÞ \ C0ðXÞ.

Remark 3.1. Note that H2ðXÞ is not a subset of C1ðXÞ or vice-versa. On the other hand, H2ðXÞ � C0ðXÞ.
3.1. Continuous maximum–minimum principle

In this subsection we demonstrate one of the main contributions of this paper, namely that the weak solution under the
variational multiscale formulation (under appropriate regularity assumptions) satisfies a continuous maximum–minimum
principle. To the authors’ knowledge, this property of the VMS formulation has not been discussed/proved in the literature.
We employ the standard notation used in mathematical analysis, for example see Ref. [6]. The standard abbreviation ‘a.e.’ for
almost everywhere is often used in this subsection. We now state and prove a continuous maximum–minimum principle for
the VMS formulation.

Theorem 3.2. Assume that the Dirichlet boundary condition is prescribed on the whole of the boundary (that is, CD ¼ @X), and the
diffusivity tensor is assumed to be continuously differentiable. Let f ðxÞ 2 L2ðXÞ, and f ðxÞP 0 almost everywhere. Let the weak
solution cðxÞ of the variational multiscale formulation (33) belong to H2ðXÞ \ C1ðXÞ \ C0ðXÞ. Then
min
X

cðxÞ ¼min
@X

cðxÞ
Proof 1. Since cðxÞ 2 H2ðXÞ \ C1ðXÞ \ C0ðXÞ we have
v :¼ �Drc 2 H1ðXÞ \ C0ðXÞ � V ð35Þ
Define m 2 R and a scalar field sðxÞ such that
m ¼min
x2CD

cpðxÞ ð36Þ

sðxÞ :¼max½m� cðxÞ; 0
 8x 2 X ð37Þ
One can show that the function sðxÞ is piecewise C1ðXÞ, and belongs to H1ðXÞ \ C0ðXÞ. By construction, we also have
sðxÞP 0 8x 2 X; and sðxÞ ¼ 0 8x 2 CD ð38Þ
Using Eq. (35) (and also employing the divergence theorem) Eq. (33) gets simplified to
ðq;r � v � f Þ ¼ 0 ð39Þ
Since sðxÞ 2 H1ðXÞ and sðxÞ ¼ 0 on CD, the scalar field sðxÞ is a legitimate choice for qðxÞ. Substituting sðxÞ in the place of qðxÞ,
and noting that sðxÞ 2 H1ðXÞ to allow the application of the divergence theorem; we get
ðs; v � nÞ@X � ðrs; vÞ � ðs; f Þ ¼ 0 ð40Þ
Since CD ¼ @X; sðxÞ ¼ 0 on CD; sðxÞP 0 8x 2 X, and f ðxÞP 0 a.e. in X; we conclude that
ðrs; vÞ ¼ �ðrs; DrcÞ 6 0 ð41Þ
To prove the theorem it is sufficient to show that sðxÞ ¼ 0 8x 2 X (which implies that cðxÞP m 8x 2 X). Note that
sðxÞ ¼ m� cðxÞ unless sðxÞ ¼ 0. Let
Y :¼ fx 2 X j sðxÞ–0g 	 fx 2 X j sðxÞ > 0g ð42Þ
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The case Y ¼ ; is trivial. We now deal with the case when Y is not empty. We first note that the weak derivative of sðxÞ is
zero on X nY, and is �rc on Y. This result along with Eq. (41) implies that
ðrs; DrsÞY 6 0 ð43Þ
Since DðxÞ is a positive definite tensor, the above equation implies that sðxÞ ¼ s0 ¼ constant almost everywhere in Y. Since
sðxÞ is continuous in X, we conclude that sðxÞ ¼ s0 everywhere in Y. Since CD ¼ @X # Y, and sðxÞ ¼ 0 on CD we conclude that
sðxÞ ¼ 0 on whole of Y and also on Y. Noting the fact that the function sðxÞ vanishes on the set complement of Y, we con-
clude that sðxÞ ¼ 0 on whole of X. Hence, we have proved the desired result. h
3.2. Discrete equations

The discretized finite element equations for the variational multiscale formulation (given by Eq. (33)) can be written as
Kvv KT
pv

Kpv �Kpp

" #
v
p

� �
¼

fv
fp

� �
ð44Þ
where the matrices Kvv and Kpp are symmetric and positive definite, v denotes the (finite element) vector of nodal velocity
(or auxiliary variable) degrees-of-freedom, and p denotes nodal vector of concentration degrees-of-freedom. Comparing the
weak form (33) and discrete Eq. (44), the matrices Kvv ;Kpv and Kpp are obtained after the finite element discretization of the
terms 1

2 ðw; D�1vÞ;�ðq;r � vÞ � 1
2 ðrq; vÞ and � 1

2 ðrq; DrcÞ; respectively. Since Eq. (33) is written in symmetric form, Kvp

(which comes from the term �ðr �w; cÞ � 1
2 ðw;rcÞ) will be equal to KT

pv . Note that, some of the terms in Eq. (33) are com-
bined and simplified to obtain the terms presented in the previous line. For example, we have used the symmetry of D in
obtaining the term � 1

2 ðw;rcÞ. The vectors fv and fp are, respectively, obtained from �ðw � n; cpÞCD and �ðq; f Þ after the finite
element discretization.

The discrete form of Eq. (34) can be written as
extremize
v; p

1
2

vT Kvvv þ pT Kpvv �
1
2

pT Kppp� vT fv � pT fp ð45Þ
Similar to the continuous problem (that is, Eqs. (33) and (34) are equivalent), the stationarity of the above equation (min-
imizing with respect to v and maximizing with respect to p) is equivalent to Eq. (44). By eliminating v, the Schur complement
form of Eq. (44) can be written as
KpvK�1
vv KT

pv þ Kpp

� �
p ¼ KpvK�1

vv fv � fp ð46Þ
Clearly, the Schur complement operator KpvK�1
vv KT

pv þ Kpp is symmetric and positive definite. The discrete variational state-
ment of the variational multiscale mixed formulation can be posed solely in terms of the variable p, and takes the following
form:
minimize
p

1
2

pT KpvK�1
vv KT

pv þ Kpp

� �
p� pT KpvK�1

vv fv � fp

� �
ð47Þ
As mentioned earlier the variational multiscale mixed formulation does not (always) produce non-negative solutions for the
non-negative forcing function and non-negative prescribed Dirichlet boundary condition.

Remark 3.3. Unlike in the Raviart–Thomas formulation, the optimization problem (47) is not the dual problem of Eq. (45).
3.3. A non-negative formulation

A non-negative formulation based on the variational multiscale formulation can be posed as the following constrained
minimization problem
minimize
p

1
2

pT KpvK�1
vv KT

pv þ Kpp

� �
p� pT KpvK�1

vv fv � fp

� �
ð48Þ

subject to p � 0 ð49Þ
The above constrained optimization problem belongs to the class of convex quadratic programming, and has a unique global
minimizer.

Remark 3.4. The variational multiscale formulation (given by Eq. (33)), in general, does not have the (element) local mass
balance property. Specifically, one does not have the local mass balance property under linear equal-order interpolation for
both cðxÞ and v(x), which is employed in this paper. The corresponding non-negative formulation also does not possess the
local mass balance property.
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Remark 3.5. The non-negative method proposed in this section is also applicable for the mixed formulation based on the
Galerkin/least-squares. As discussed in Ref. [27] the variational multiscale and Galerkin/least-squares (GLS) mixed formula-
tions differ only in the definition of the stabilization parameter. That is, instead of the term
Fig. 1.
corresp
1
2
ðD�1wþrq; DðD�1v þrcÞÞ
which is the case for the variational multiscale formulation (see Eq. (33)) we will have
ðD�1wþrq; sðxÞDðD�1v þrcÞÞ
and sðxÞP 0 for the GLS mixed formulation. The discrete equations from the GLS formulation also takes the same form as
given in Eq. (44).

Remark 3.6. As mentioned earlier, non-negative solution is a special case of maximum–minimum principle. Some of the
formulations presented in the literature produce non-negative solutions but still may violate the (general) discrete maxi-
mum–minimum principle. For example, see the non-negative formulation presented in Ref. [30]. That is, these formulations
avoid undershoots but may still produce overshoots.

Though the focus of the present paper is on non-negative solutions, the proposed two non-negative optimization-based
formulations can be easily extended to satisfy the (general) discrete maximum–minimum principle. To see this, let us first
define the quantities cmin and cmax to be the minimum and maximum values of c(x) based on the (continuous) maximum–
minimum principle. Note that the maximum and minimum will occur on the boundary only when f ðxÞ ¼ 0. In order to
enforce these properties in the discrete setting modify the constraints in the corresponding optimization problem
statements (i.e., Eq. (25)2 and (49)) as
cmin1 � p � cmax1 ð50Þ
where 1 is a vector of ones of appropriate size. The resulting problems will still belong to quadratic programming. Hence, the
proposed mathematical framework and solvers are still applicable. However, some interesting questions regarding the
numerical performance of the solvers (active-set strategy, interior point methods) need to be addressed in future work.
For example, since in the case of general DMP we have twice the number of constraints than that in the case of the non-neg-
ative formulation, how large is the violation of the local mass balance in the RT0 formulation because of the additional con-
straints? How much additional computational cost will be incurred because of the additional constraints.
4. Numerical results

In this section we study the performance of the proposed formulations (with respect to non-negative solutions and local
mass balance) on three canonical test problems. In our numerical experiments we have employed five different meshes –
Delaunay, 45-degree, unstructured and well-centered triangular (WCT) meshes; and uniform four-node quadrilateral mesh.
In two-dimensions, a well-centered triangulation means that all the triangles in the mesh are acute-angled (see Ref. [31]).
We will discuss more on WCT meshes in Section 4.4.

The mesh layouts for the aforementioned meshes are shown in Figs. 2–5. For the chosen test problems, the variational
multiscale and Raviart–Thomas formulations in general do not satisfy the discrete maximum–minimum principle. We
now show that, for low-order finite elements, the proposed two non-negative mixed formulations produce non-negative
solutions for all the three test problems and for all the chosen computational meshes. For the variational multiscale
formulation, we have employed equal order interpolation for the c and v fields in our numerical simulations. Note that
(as discussed in Introduction) WCT, 45-degree, Delaunay and square meshes are sufficient to produce non-negative solutions
Non-uniform rectangular mesh where h1 and h2 denote the length of horizontal edges of two neighboring elements. Similarly, k1 and k2 are for
onding vertical sides.
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for isotropic diffusion. However, these meshes may produce negative solutions in the case of anisotropic diffusion, which
will be illustrated in this section.

4.1. Test problem #1: Anisotropic and heterogeneous medium

This test problem is taken from Ref. [16]. The computational domain is a bi-unit square with homogeneous Dirichlet
boundary conditions. The forcing function is taken as
Fig. 2.
degree
directio
f ¼ 1 if ðx; yÞ 2 ½3=8;5=8
2

0 otherwise

(
ð51Þ
The diffusivity tensor is given by
D ¼ y2 þ �x2 �ð1� �Þxy

�ð1� �Þxy �y2 þ x2

 !
ð52Þ
In this paper we have taken the parameter � ¼ 0:05. For this test problem, the numerical results for the concentration field
cðx; yÞ for various meshes using the variational multiscale and corresponding optimization-based formulations are shown in
Fig. 6. The contours of the vector field v are shown in Fig. 7. The numerical results for the concentration using the RT0 and
corresponding optimization-based formulation are presented in Fig. 8.
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(a) Delaunay mesh
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(b) +45-degree mesh

Typical triangular meshes [Delaunay (top) and +45-degree (bottom)] that are used for test problems 1–3 are shown in the figure. In addition, �45-
mesh is also used in numerical simulations, which is similar to the +45-degree except that the diagonals run along south-east to north-west
n.
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Fig. 3. Typical four-node quadrilateral mesh using in numerical simulations.
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Fig. 4. Well-centered triangular (WCT) mesh.
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Fig. 5. Pictorial description of te